
MATRICES AND 

While matrix theory, developed in 1858, has 
many diverse applications, we will direct our 
discussion toward the objective of solving sys- 
tems of linear equations. 

TERMINOLOGY 

We define a matrix as any rectangular array 
of numbers. We can consider the entries in a 
table of trigonometric functions as forming a 
matrix. Also, the entries in a magic square 
form a matrix. Examples of matrices may be 
formed from the coefficients and constants of a 
system of linear equations; that is, 

2x - 4y = 7 

3x t y = 16 

can be written 

2-4 7 

L 1 3 1 16 

Notice that we use brackets to enclose the ma- 
trix. We could also use double lines; that is, 

The numbers used in the matrix are called 
elements. In the example given we have three 
columns and two rows. The number of rows 
and columns are used to determine the dimen- 
sions of the matrix. In our example the dimen- 
sions of the matrix is 2x3. In general, the di- 
mensions of a matrix which has m rows and n 
columns is called an mxn matrix. 

There may occur a matrix with only a row 
or column in which case it is called either a 
row or a column matrix. A matrix which has 
the same number of rows as columns is called 
a square matrix. Examples of matrices and 
their dimensions are as follows: 

1 7 6 

[ 1 
2x3 

2 4 8 

CHAPTER 9 

DETERMINANTS 

3x2 

2 1 I/ /I 7 6 
2 x 2 or square 

3 

i-i 2 3 x 1 or column 

Ll 1 

[3 2 l] 1x3 or row 

We will use capital letters, as we did with 
sets, to describe matrices. We will also in- 
clude subscripts to give the dimensions; that is, 

is the matrix designated by AZx3. 
If the situation arises where all of the en- 

tries of a matrix are zeros, we call this a zero 
matrix. The letter we use for a zero matrix is 
0. We also include the dimensions; that is, the 
matrix 

ro 01 
0 0 

i 1 0 0 
has the designation O3x2. 

We state that two matrices are equal if and 
only if they have the same dimensions and their 
corresponding elements are equal. The ele- 
ments may have a different appearance such as 

0 1 0+ [I H or 
2 4 ;4 

but the matrices are equal. 
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Following are examples of matrices which 
are equal and matrices which are not equal: 

[,” :j = [,” :] 
[; -:]f - f] 

and 

If we interchange rows andcolumns of a ma- 
trix, we form what is called the transpose of 
the original matrix. We designate the transpose 
of matrix B as BT; that is, if 

B2x3 = 
then 

PROBLEMS: Give the dimensions of the fol- 
lowing matrices. 

1. 12 3 [ 1 7 8 9 

r i 
1 1 

3. l2 [ 1 2 3 

ANSWERS: 

1. 2x3 

2. 3x2 

3. 2x2 (square) 

PROBLEMS: Give the dimensions of the 
transpose of the previous problem matrices. 

ANSWERS: 

1. 3x2 

2. 2x3 

3. 2x2 (square) 

Since two matrices are equal if they have 
the same corresponding elements, we may find 
an unknown element of one matrix if we know 
the elements of an equal matrix; that is, if 

[Y : :j = [: ; 291 
then x = 1 

PROBLEMS: Find the unknown elements in 
the following equal matrices. 

l. [‘; “, :1 = [: “, :o] 

1 x z 6 

2. L y2 IL = 52 I 7 11 7 11 

0 x 0 1 

3. i IL = 47 I 

yz 

2 3 2 3 

ANSWERS: 

1. x = 1 

y = 10 

2. x = 6 

y=5 

z=l 

3. x = 1 

y=4 

2 = 7 
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PROBLEMS: Write the transpose of the fol- 
lowing matrices. 

ANSWERS: 

1. [o 1 21 

ADDITION AND 
SCALAR MULTIPLICATION 

We may add only matrices which have the 
same dimensions. To add matrices we add the 
corresponding elements and form the sum as a 
matrix of the same dimension as those added. 

EXAMPLE: Add the matrices A and B if 

A= 

and 
2 13 

B= 
c I 0 -3 6 

SOLUTION: Write 

= 
3-3 0+6 1 

= 

When we add the zero matrix to any matrix, 
we find the zero matrix is the identity element 
for addition; that is, 

12 = [ 1 3 4 

Also, in addition of numbers we know that 
a number plus its negative (additive inverse) 
equals zero; that is, 

(3) + (-3) = 0 

This also holds for matrix addition. To form 
the negative (additive inverse) of a matrix, we 
write the matrix with the sign of each element 
changed; that is, if 

r135 
%3 = 

1 I -2 6 7 

then its additive inverse is 

-1 -3 -5 
-A2x3 = 2 -6 -7 I 

and 

[-: i ;! + [;: 1; :;I 
[ l-l 3-3 5-5 = 
-2+2 6-6 7-7 I 

= 000 
[ I 0 0 0 

By subtraction of matrices we mean the ad- 
dition of the additive inverse of the subtrahend; 
that is, 

A2x2 - B2x2 

is the same as 

A2x2 + (-%x2) 
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EXAMPLE: Subtract B3x2 from A3x2 if 

12 

A= 56 [1 7 3 

and 

SOLUTION: Write 

and 

-B = 

therefore 

A- B = A + (-B) 

then 

= 5-2 6-7 

1 1 

= L 3 -1 1 0 1 
PROBLEMS: Carry out the indicated oper- 

ations. 

l* [: J+ [: -:I 

2. 

3. [l 3 71 

4. [ O1 1 1 1 
- [2 3 2J 

-[ 0 1 -1 2 3 

ANSWERS: 

1. [ 4 3 3 -3 1 

3. [-1 0 51 

4. [ 0 -1 0 2 1 
When solving an equation, in algebra,we iso- 

late the unknown and combine the remainder 
of the equation; that is, to find the value of x in 

x+3=7 

we add the additive inverse of three to each 
side of the equation to find 

x + 3 + (-3) = 7 + (-3) 

and 

x = 7 + (-3) 

x=4 

In dealing with matrices we use the same 
approach; that is, to solve for the variable 
matrix in 

[::]+[-: :I=[: :] 
we first add the additive inverse of 

3 2 [ 1 -1 0 
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to each side to find 

then 

[: :I+[: i] ;I: :] + [-: -:j 
and 

[I :] ;[: :J 
There are two types of multiplication when 

dealing with matrices. The first is multiplica- 
tion of a matrix by a constant (scalar). The 
other is the multiplication of one matrix by 
another matrix. 

When multiplying a matrix by a scalar, we 
write 

scalar K times matrix A 

where 

K=3 

and 

A= 23 ! 1 17 

is 

2 3 
K [ I 17 

Every element of A is multiplied by K such that 

and K = 3; therefore 

166 

PROBLEMS: Multiply each matrix by the 
given scalar. 

2. [l, 7, xl, K = 2 

3. ,K=6 

4. 6 [ 2 ’ 3 1 1 
ANSWERS: 

4. 

In order to explain the multiplication of one 
matrix by another matrix we use the example 

[ X 
a bl[ I Y 

and state that the product is 

ax + by 

Another example is 

The element aw + by in the product matrix 
is found by multiplying each element in the first 
row of the first matrix by the corresponding 
element in the first column of the second 
matrix. 
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The element in the second row and first col- 
umn of the product matrix is found by multiply- 
ing each element in the second row of the first 
matrix by the corresponding element in the 
first column of the second matrix. 

The following examples should clarify ma- 
trix multiplication. 

EXAMPLE : Multiply 

[; :I*[: :j 
SOLUTION: Write 

la + 2c lb + 2d 

3a + 4c 3b + 4d 1 
EXAMPLE: Multiply 

[: :I.[: :] 
SOLUTION: Write 

[ 

(1 x 3) + (2 x 0) (1 x 5) + (2 x 6) 

(3 x 3) + (4 x 0) (3 x 5) + (4 x 6) I 

5 + 12 

15 + 24 I 

t 3 17 [ 1 9 39 

EXAMPLE: Multiply 

SOLUTION: Write 

[(l x 3) + (2 x 4) + (3 x O)] 

= [3 + 8 + 0] 

= WI 

If two matrices are to be multiplied together, 
each row in thefirst matrix must have the same 
number of elements as each column of the sec- 
ond matrix. 

If the left matrix is an n x 3 matrix, the 
right matrix must be a 3 x m. The product 
matrix will then be an n x m matrix. 

It should be noted that generally matrix mul- 
tiplication is not commutative. This is shown 
by the following: 

EXAMPLE : Multiply 

[: :] * [: :] 

and 

[f :] - [: :] 

SOLUTION: Write 

[: i] * [f :] 

(3 x 2) + (2 x 1) * 

[ 

(3 x 1) + (2 x 4) 

(1 x 2) 4 (0 x 1) (1 x 1) + (0 x 4) I 

a ii . [ 1 2 1 

and then write 

[: :I.[: :I 
[ 

(2 x 3) + (1 x 1) (2 x 2) + (1 x 0) 

- (1 x 3) + (4 x 1) (1 x 2) + (4 x 0) 

z [ 7 4 

7 2 1 
which is different from the first product. Since 
multiplicatiocl of matrices is not commutative, 
we must define multiplication as being either 
right or left multiplication; that is, xy means 
left multiplication of y by x, and it also means 
right multiplication of x by y. Therefore, we 
find if we are to multiply x by y we have two 
products to Lhoose from; that is, if 

and 

12 
X- [ 1 3 4 
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3 2 
Y = [ 1 1 6 

then- 

xy = [: :!-[: :! = [:3 ::I 
and 

The identity matrices for multiplication are 
those square matrices which have the elements 
which form the diagonal from upper left to 
lower right equal 1 while all other entries are 
equal to 0; that is, the matrix 

r1 01 
1 1 0 1 

is the 2 x2 identity matrix for multiplication. 
If we multiply 

[: :I.[: Y] 
we find the product to be 

PROBLEMS: Multiply 

2 

1. [l 3 71 * [J 3 

1 

2* [: ::I j: :I 

ANSWERS: 

1. [18] 

2. i O -l -16 -11 1 

3. [ 32 1 1 I 

4. 

Notice that problem number four infers that 
when xy equals zero, it is not necessary for 
either x or y to be zero. 

We also make the statement that the dis- 
tributive laws 

and 

Ax + Ay = A(x + y) 

xA + yA = (x + y)A 

hold as does the associative law 

A(BC) = (AB)C 

DETERMINANT FUNCTION 

We may evaluate a square 2 x2 matrix and 
associate the matrix with a real number by 
adding the product of the elements on one di- 
agonal to the negative of the product of the ele- 
ments on the other diagonal; that is, 

r 1 aB 

lc DJ 
may be associated with aD - Bc. We call this 
number the determinant of the matrix. NOTE: 
This procedure applies to second-order deter- 
minants only. The determinant function of ma- 
trix A is given by 6(A). 

EXAMPLE: If 

-5 1 
A= [ 1 3 2 

find 6(A) 
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SOLUTION: Write which is the determinant of A. Therefore. if 

b(A) = (-5 x 2) - (3 x 1) 

= -10 - 3 

= -13 

We may find the determinant of any square 
matrix of any dimension. If we have 

A= 

then to find b(A) we follow the pattern of 

to find the first set of diagonals and write 

2.5.6+4.1.1+ 1.2~3 

We next follow the pattern of 

,2 ,3 ,’ 
’ // 

tt 4/ 5’ 2 I / , I 

:, [ ,“,I”,6 
XL’ /’ CI 

to find the set of diagonals which are to be sub- 
tracted from the first set. We write 

1.5.1+3.4.6+2.1.2 

and then 

(2. 5.6+ 4.1.1 + 1.2.3) 

- (1.5-l+ 3.4.6+ 2.1~2) 

= (60 + 4 + 6) - (5 + 72 + 4) 

= 70 - 81 

= -11 

2 3 1- 

A= 452 

L - 1 1 6 

then 

b(A) = -11 

NOTE: This pattern applies to third-order 
determinants only. 

In some cases we do not evaluate a matrix to 
find the determinant but merely write the ma- 
trix elements and enclose them by vertical 
bars; that is, if 

A= 

Lg h i] 

then 

abc 

b(A) = d e f 

ghi 

The order of the determinant is determined 
by the number of elements in any row or col- 
umn. In this case the order of the determinant 
is three. 

In the preceding example we may write d(A) 
in the form of 

(aei + bfg + cdh) - (ceg + bdi + afh) 

PROBLEMS: Find the determinants of the 
following matrices, 

1. 3 2 

[ 1 -1 2 

2. 3 4 [ 1 5 6 

1 3 2 

3. I 1 

14 

1 12 I 
169 



MATHEMATICS, VOLUME 3 _--__ 

ANSWERS: 

1. 8 

2. -2 

3. 4 

INVERSE OF A MATRIX 

When we multiply two matrices together and 
find that the product is the multiplicative iden- 
tity, we say that one of the matrices is the in- 
verse of the other. This is similar to arith- 
metic in which 

la 1 -_._ = 
a 1 

and we find $ is the inverse of a. Notice that 

this holds as long as “a” does not equal zero. 
This same requirement is made with matrices; 
that is, a matrix has an inverse as long as the 
determinant of the matrix is not equal to zero. 

If we multiply the matrices A and B where 

A= 

and 

2 -3 
B= I 1 -1 2 

we find 

therefore the matrix A is the inverse of matrix 
B and matrix B is the inverse of matrix A. 

Generally, to designate an inverse of a ma- 
trix we write, if 

A= 

then the inverse of A is 

A-1 = 1 d -b I 1 6(A) -c a 

The reason for multiplying by 1 - is shown 
6(A) 

by the following example. 
EXAMPLE: Find the inverse of matrix A if 

A= 

SOLUTION: Interchange the 1 and 2 and 
then change the signs of 3 and 4. Write 

1 -3 I 1 -4 2 

If we now multiply 

[: :] * [-: -:I 
we find the product to be 

i 4- 2 - 12 4 -12 -6+ + 2 6 1 
-10 0 = ! 1 0 -10 

In order to make this product equal the mul- 

tiplicative inverse, we multiply by $. which 
gives 

1 -10 

-10 4 0 

0 -10 1 
-10 -10 o 

= 

r I 
0% 

10 

= [ I 0 1 

Also notice that the determinant 6(A) of 

2 3 I 1 4 1 

is 

170 

(2) - (12) = -10 



Chapter O-MATRICES AND DETERMINANTS 

We may now write the general formula for 
the inverse of a matrix A as follows. If 

a b 
A= [ 1 c d 

then 

EXAMPLE: Find the inverse of matrix A if 

A= 
5 6 [ 1 4 3 

SOLUTION: Write 

and 
b(A) = 15 - 24 

= -9 
Then 

2 
-- ; 

3 
9 3 

= 
4 5 
3 -3 I 
1 2 -- 
3 3 

= L 4 3 I -5 

To verify this we write 

PROBLEMS: Find the inverse of the follow- 
ing matrices. 

1. [ 23 1 12 

2. [ l2 -1 3 1 
3. L 45 1 0 1 

ANSWERS: 

1. [ 2 -1 -3 1 2 

2. ; 

3 2 
5 -5 

1 1 
5 I 5 

1 [ T 

5 

3. 0 -a 1 1 

DETERMINANTS 

We have previously determined that the dif- 
ference between a matrix and a determinant is 
that a matrix is an array of numbers and a de- 
terminant represents a particular number. 
When we found the particular number a deter- 
minant ‘represented, we called this operation 
“expanding the determinant”; that is, to expand 
the determinant 

13 1 

4 12 

5 6 3 I 

we write 

(1.1.3 + 4.6.1+ 3.2.5) 

- (5.1.1+3-4.3+ 1.6.2) 

= (3 + 24 + 30) - (5 + 36 + 12) 

= 57 - 53 

=4 
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EXPANSION BY MINORS the minor of 4 = I I 
3 1 

Another way in which a determinant may be 
expanded is by expansion by minors. If we have 
the determinant 

1 3 1 

4 12 

5 6 3 

16 31 

3 1 
and the minor of 5 = I I 12 

We now multiply the element by its minor 
and by the sign of the element location from the 
pattern 

then the minor of the element 3 in the top row 
is the determinant resulting from the deletion 
of both row and column that contains the ele- 
ment 3; that is, the minor of 3 is 

which gives 

or 

4 2 

I I 5 3 

Also, the minor of the element 4 is 

or 

3 1 I I 6 3 

In order to expand the determinant by minors 
of the first column we write the minors of 1, 4, 
and 5 which are: 

1 2 
the minor of 1 = I I 6 3 

+ - + 

- + - 

+ - + 

1 I 

12 

6 3 I 

-4 I 

3 1 

6 3 I 

and 

3 1 
5 I I 12 

which results in 

12 1 I I = 1 (3 - 12) 
6 3 

= -9 

and 

and 

-4 I 
3 1 

6 3 
I = -4 (9 - 6) 

= -12 

5 = 5 (6 - 1) 

= 25 

which, when added, gives the expansion of the 
determinant to be 
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- 9 - 12 + 25 -2 1 -3 

= 4 

which is the same result as we previously 
determined. 

2. 1: _“, :I aboutrow3. 

The expansion of a determinant may be 
accomplished according to any row or col- 
umn with the same results. If we expand the 
determinant 

35 2 

3. 4 0 1 about column 2. 

-1 2 -2 

ANSWERS: 
321 

2 4 3 

1 1 1 

1. 34 

2. 6 

about the first row, we have 3. 45 

314: :I -2 If :i +l 1: :I 
=3+2-2 

= 3 

If we expand the determinant about the sec- 
ond column, we have 

-21f :I +4 1: :I -l I: :I 
=2+8-7 

= 3 

It should be noted that a fourth-order deter- 
minant has minors which are third-order. The 
third-order determinants may be defined by 
second-order determinants, Therefore, through 
the process of expansion by minors, a high or- 
der determinant may f inally, through many steps, 
be expressed by second-order determinants. 

PROBLEMS: Expand the following determi- 
nants by minors about the row or column indi- 
cated. Check your solution by expanding about 
any other row or column. 

3 12 

1. 4 5 6 about row 1. 

0 14 

(1) 3 31 

2 26 = (30- 18-2) - (-2+30- 18) 

-1 -1 5 = 30 - 18 - 2 + 2 - 30 + 18 
= 0 

PROPERTIES 

The following properties of determinants 
may be used to simplify the determinants. 
These properties apply to any order determi- 
nants but will be given with examples using 
third-order determinants. 

(1) The determinant is zero if two rows or 
two columns are identical. 

(2) The sign of the value of a determinant is 
changed if two rows or two columns of the de- 
terminant are interchanged. 

(3) The value of adeterminant is not changed 
if all rows and columns are interchanged in 
order. 

(4) The value of a determinant is zero if 
every element in a row or column is zero. 

(5) The value of a determinant is increased 
by the factor K if any row or column is multi- 
plied by K. 

(6) The elements of any row or column may 
be multiplied by a real number K and these 
products then added to the elements of another 
row or column respectively without changing 
the value of the determinant. 

Examples for the listed properties are as 
follows: 
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(2) 1 2 3 
4 1 5 = (3- 10+24) - (-3+24+10) 

-1 2 3 = 3 - 10 + 24 + 3 - 24 - 10 

= -14 

and 

4 1 5 

1 2 3 = (24+10-3) - (-10+24+3) 

-1 2 3 = 24 + 10 - 3 + 10 - 24 - 3 

= 14 

(3) 1 2 3 

4 13 = (4 + 24 + 12) - (6 + 32 + 6) 

2 2 4 =4+24+12-6-32-6 

= -4 

and 
14 2 

212 = (4 + 24 + 12) - (6 + 6 + 32) 

334 =4+24+12-6-6-32 
= -4 

(4) 4 0 6 
203 = (0 + 0 + 0) - (0 + 0 + 0) 

10 5 =0-o 

=o 

(5) 2 1 1 
4 5 6 = (30 + 4 + 12) - (10 + 12 + 12) 

2 1 3 = 30 + 4 + 12 - 10 - 12 - 12 

= 12 

and if K = 2 then 

(6) 

4 1 1 

8 5 6 = (60 + 24 + 8) - (20 + 24 + 24) 

4 1 3 = 60 + 24 + 8 - 20 - 24 - 24 

= 24 

2 1 1 

12 1 = (12 + 3 + 1) - (6 + 3 + 2) 

3 13 =12+3+1-6-3-2 

= 5 

and 

then 

2.2 1 1 

2.1 2 1 

2.3 1 3 

2 1 1+4 

1 2 lt2 

3 1 3+6 

= 215 

1 2 3 = (36 + 9 + 5) - (30 + 6 + 9) 

3 19 =36+9+5-30-6-g 

= 5 

EXAMPLE: Evaluate 

1 3 7 

2 921 

-3 20 16 

SOLUTION: It is obvious that if we expand 
by minors we will encounter large numbers; 
therefore, we will use some of the properties of 
determinants. 

(1) Multiply the first row by -2 and add 
product to the second row to find 

1 3 7 

2-2 9-6 21-14 

-3 20 16 

1 3 7 

= 0 3 7 
-3 20 16 

then multiply the first row by 3 and add product 
to the third row to find 

1 3 7 

0 3 7 

-3+3 20+9 16+21 

1 3 7 

= 0 3 7 

0 29 37 
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Now we expand by minors about the first col- Note that the denominators are the coeffi- 
umn; that is, clents of x and y in the same arrangement as 

given in the problem. Also note that the nu- 
1 3 7 merator is formed by replacing the column of 
0 3 7 coefficients of the desired unknown by the 

0 29 37 
column of constants or the right side of the 
equations. 

EXAMPLE: Solve the system 

4x + 2y = 5 

3x - 4y = 1 
= 111 - 203 

= -92 SOLUTION: Write 

EXAMPLE : Evaluate 

1 3 -2 

6 7 21 

1 3 -2 

SOLUTION: The first and third rows are 
identical; therefore, the determinant value is 
zero. 

SOLUTION OF SYSTEMS 
OF LINEAR EQUATIONS 

5 2 I I 1 -4 -20 - 2 -22 
x= I 4 2 =44=-22= 1 

3 -4 I 

and 

Y= I 4 3 1 5 I 4-15 -11. 1 
-22 --iii 

Second-order determinants may be used to 
solve systems of two linear equations in two 

The method of solving the system in this ex- 

unknowns. If we have two equations such as 
ample is called Cramer’s rule; that is, when 
we solve a system of linear equations by the 

ax + by = c 
use of determinants, we are using Cramer’s 
rule. 

alx + b,y = cl PROBLEMS: Solve for the unknown in the 

we may write 
following systems by use of Cramer’s rule. 

1. 
c b 

x+2y=4 

x= I I 
-x + 3y = 1 

Cl bl 

a b 

I I 

2. 3x + 2y = 12 

al bl 4x + 5y = 2 

and 3. x - 2y = -1 

2x + 3y = 12 

ANSWERS: 

1. x = 2 

y=l 
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2. x = 8 

y = -6 

3. x = 3 

y=2 

Cramer’s rule may be applied to systems of 
three linear equations in three unknowns. We 
use the same technique as given in previous ex- 
amples; that is, if we have 

ax+by+cz=d 

alx + bly + clz = dl 

a2x + b2y + c2z = d2 

we may write 
d b c 

dl h Cl 

x= d2 b2 c2 

a b c 

% % 5 

a2 b2 C2 

a b d 

al bl 4 

z = a2 b2 d2 

a b c 

al h cl 

32 b2 c2 

EXAMPLE: Use Cramer’s rule to solve the 
system 

2x + 3y - z = 2 

x - 2y + 22 = -10 

3x i y - 22 = 1 

SOLUTION: Write 

2 2 3 -1 3 -1 

-10 -2 2 -10 -2 2 

1 1 1 -2 1 -2 
x= x= 

2 2 3 -1 3 -1 

1 1 -2 2 -2 2 

3 3 1 -2 1 -2 

2 2 -1 

1 -10 2 

3 1 -2 
v = , 

2 3 -1 

1 -2 2 

3 1 -2 

and 

23 2 

1 -2 -10 

31 1 

z= 2 3 -1 

l-2 2 

3 1 -2 

Then, solving for the unknowns find that 

x = -2 

y=l 

z = -3 

It should be noted that when determining 
either the numerator or the denominator in 
solving systems similar to the previous ex- 
ample, the properties of determinants should 
be used when possible. 

PROBLEMS: Find the solution to thefollow- 
ing systems of linear equations, 

1. x + 2y - 32 = -7 

3x -y+2z=8 

2x - y + z = 5 
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2. 2x - 3y - 52 = 5 2. x = -1 
xty-z=2 

x - 2y - 32 = 3 

3. x - 3y - 32 = -2 
z = -2 

3x - 2y + 22 = -3 3. x = 1 
2x+y-z=5 

y=2 
ANSWERS: 

z = 
1. 

-1 
x = 1 

y = -1 

z = 2 
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Arithmetic: 

mean, 3, 30 
sequences, 1 
series, 4 

Associative law, 117, 120, 135 

Base, number, 71 
BCD, 105 
Binary: 

addition, 77 
base, 71 
Boolean algebra, 124 
Coded Decimals, 105 
division, 94 
multiplication, 89 
subtraction, 83 
system, 72 

Binomial: 
distribution, probability, 52 
expansion, 22, 27 
theorem, 22 

Boolean: 
algebra, 108, 122-134 
complements, 147 
expressions, 159 
form of distributive law, 148 
logic, 122 
simplification, 142 

Boole, George, 122 

Cardinal number, 108 
Central tendency measurement (statistics), 30 
Choice, principle of, 48 
Circuits: 

logic, analysis by Veitch diagrams, 159 
switching, 124 

Classes, set theory, 122 
Coding, statistical, 32 
Combinations, 48 
Commutative law, 118, 120, 134 
Comparability of sets, 111 
Comparison test for series convergence, 17 
Complement: 

Boolean, 147 
laws, 119 
set, 116 
subtraction, 85 

Complementary law, 137 
Computation of statistical mean by coding, 32 
Convergence, series, 15-18 
Conversions, 96 
Cramer’s rule, 175 
Curve, probability: 

exponential, 57 
normal, 59 

Decimal: 
addition, 74 
conversion to BCD, 105 
conversion to nondecimal, 98 
division, 93 
multiplication, 88 
subtraction, 81 
system, 71 

Deducing inputs from outputs, 132 
DeMorgan’s: 

laws, 119 
theorem, 137, 146 

Dependent events, 51 
Determinant: 

expansion, 171 
function, 168 
properties, 173 

Deviation: 
mean, 42 
standard, 42-47, 66 
statistical, 32 
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Diagrams: 
logic, 159 
Veitch, 150 
Venn, 112, 122 

Difference of sets, 115 
Disjoint sets, 112 
Distribution: 

frequency, statistics, 29 
normal, probability, 57 
Poisson, 61-64 
statistical, 52 

Distributive: 
identity, 118 
law, 118, 138 
law, Boolean functions, 148 

Divergent series, 15 
Division: 

binary, 94 
decimal, 93 
duodecimal, 95 
hexadecimal, 95 
octal, 94 
process, 92 
quinary, 94 

Double negation law, 135 
Duality, principle of, 119, 120 
Dualization, law of, (DeMorgan’s theorem), 137 
Duodecimal: 

addition, 79 
division, 95 
multiplication, 91 
subtraction, 84 
system, 74 

Elements, 122 
Equality of sets, 109 
Equations, linear, solution of systems of, 175 
Excess three code, 106 
Exclusive events (probability), 51 
Expansion of: 

binomials, 22, 27 
determinants, 172 

Exponential curve, 57 
Expression, order of, 142 

Finite sets, 108 
Formula: 

arithmetic mean, 3 
arithmetic series, 5 
geometric series, 10 
infinite geometric series, 13 
summation, arithmetic series, 5 

Fractional exponent in a binomial expansion, 25 
Frequency distribution, statistics, 29 
Function, determinant, 168 

General term of a binomial expansion, 24 
Geometric: 

mean, 9, 39 
sequence, 7 
series: 

particular term, 7 
summation, 11 

Harmonic mean, 40 
Hexadecimal: 

addition, 80 
division, 95 
multiplication, 92 
subtraction, 85 
system, 74 

Hindu-Arabic number system, 71 
Histogram, statistical, 30 

Idempotent laws, 117, 120, 135 
Identity: 

associative, 117 
commutative and distributive, 118 
idempotent, 117 
laws, 118, 120, 134 

Induction, mathematical, 20 
Infinite: 

series, 12-15 
sets, 108 

Inputs from outputs, deducing, 132 
Interpretation of standard deviation, 66 
Intersection: 

law of, 137 
relation to AND operation, 145 
sets, 115, 

Inverse of matrix, 170 

Law: 
absorption, Boolean, 141, 148 
associative, 117, 120, 135 
commutative, 118, 120, 134 
complement, 120, 137 
DeMorgan’s, 119-120 
distributive, 118, 120, 138 
double negation, 135 
dualization, 137 
idempotent, 117, 120, 135 
identity, 118, 120, 134 
intersection, 137 
union, 137 

Laws: 
algebra of sets, 117, 120 
Boolean algebra, 134 

Limit of sum, infinite series, 15 
Linear equations, solution of systems of, 175 
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Logic : 
Boolean, 122 

*circuits reduced by Veitch diagrams, 160 
diagrams, 159 
symbols, 130 

Mathematical induction, 20 
Matrix: 

addition, 164 
determinant of, 168 
inverse, 170 
multiplication, 166 
theory, 162 
terminology, 162 

Maxterms, 123 
Mean: 

arithmetic, 3 
deviation, 33, 41 
geometric, 9, 39 
harmonic, 40 

Measure of: 
central tendency, 30 
variability, 41 

Median, statistical, 37 
Minors, expansion by, 1’72 
Minterm: 

Boolean, 123 
Veitch diagram, 155 

Mode, statistical, 38 
Multiplication: 

binary, 89 
decimal, 88 
duodecimal, 91 
hexadecimal, 92 
matrix, 166 
octal, 91 
quinary, 89 
scalar, 166 

Mutually exclusive events, 51 

NAND operation, 128 
Negative exponent in a binomial expansion, 25 
Normal: 

curve, probability, 58, 65 
distribution, 57 

NOR operation, 127 
NOT operation, 126 
Novenary number system, 71 
Nth term of a series 14 , 
Null: 

class, 122 
set, 109 

Number: 
cardinal, 108 
systems, 71 

Octal: 
addition, 78 
division, 94 
multiplication, 91 
numbers, 71 
subtraction, 83 
system, 73 

Operation: 
AND and OR, 124, 142 
NAND, 128 
NOR, 127 
NOT, 126 
OR, 124 
sets, 114 

Order of expression, 142 
OR operations, 124, 142 
Output used as input, 129 

Parentheses in Boolean expressions, 144 
Pascal’s triangle, 27 
Patterns recurring in Veitch diagrams, 157 
Permutations, 49 
Plotting Veitch diagrams, 151 
Poisson distribution, 61 
Polygon method of graphing statistical fre- 

quency distribution, 30 
Postulates, 134 
Power set, 111 
Principle of: 

choice, 48 
duality, 119 

Probability: 
curves, 57-61 
distributions, 52 
fundamentals, 49 

Proof of the binomial theorem, 26 
Proper subset, 110 
Properties of determinants, 173 

Quaternary numbers, 71 
Quinary: 

addition, 75 
division, 94 
multiplication, 89 
subtraction, 82 
system, 72 

Radix, 71 
Random sample, 68 
Range, statistical, 38 
Ratio test for series convergence, 18 
Reducing Boolean expressions by Veitch 

diagrams, 153 
Rule : 

Cramer’s, 175 
for expanding binomials, 22 
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Sample frequency distribution (statistics), 32 
Sampling, statistical, 68 
Scalar multiplication, 166 
Scores, standard, 66 
Senary numbers, 71 
Septenary numbers, 71 
Sequences: 

arithmetic, 1 
geometric, 7 

Series: 
arithmetic, 4 
convergent, 15 
geometric, 10 
infinite, 12 
nth term, 14 

set: 
comparability, 111 
complement, 116 
difference, 115 
disjoint, 112 
equality, 109 
finite, 108 
infinite, 108 
inter section, 115 
laws, 117, 120 
null, 109 
operations, -114 
power, 111 
union, 114 
universal, 111 

Sigma, summation symbol, 32 
Simplification, Boolean, 142 
Simplifying AND operations, 145 
Solution of systems of linear equations, 175 
Standard: 

deviation, statistics, 42-47, 66 
logic symbols, 130 
scores, statistics, 66 

Statistical: 
coding, 32 
distribution, 52 
frequency, 29 
median, 37 
mode, 38 
range, 38 
sampling, 68 
variability, 41 

Subset: 
comparability, 111 
proper, 110 
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Subtraction: 
binary, 83 
by complements, 85 
decimal, 81 
duodecimal, 84 
hexadecimal, 85 
octal, 83 
quinary, 82 

Summation: 
arithmetic series, 5 
geometric series, 11 
symbol, sigma, 32 

Switching circuits, 124 
Symbols, logic, 130 
System, number: 

binary, 72 
decimal, 71 
duodecimal, 74 
hexadecimal, 74 
Hindu-Arabic, 71 
octal, 73 
quinary, 72 

Systems of linear equations, solution of, 175 

Term: 
geometric series, 7 
particular, series, 14 

Terminology, matrix, 162 
Ternary, 71 
Tests for convergence of series, 17, 18 
Theorem: 

binomial, 22 
DeMorgan’s, 137 

Theory, matrix, 162 

Union: 
law of, 137 
relation to OR operations, 145 
sets, 114 

Universal: 
class, 122 
set, 111 

Use of Veitch diagrams, 152 

Variability, statistical, 41 
Veitch diagrams, 150, 157 
Venn diagrams, 112, 122 
Vicenary numbers, 71 
Vigesimal numbers, 71 
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